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Abstract -- This paper describes basic research at NASA in the field of artificial
intelligence. The work is conducted at the Ames Research Center and the Jet Propulsion
Laboratory, primarily under the auspices of the NASA-wide Artificial Intelligence Program
in the Office of Aeronautics, Exploration and Technology. The research is aimed at
solving long-term NASA problems in missions operations, spacecraft autonomy,
preservation of corporate knowledge about NASA missions and vehicles, and
management/analysis of scientific and engineering data. From a scientific point of view,
the research is broken into the categories of: planning and scheduling; machine
learning; and design of and reasoning about large-scale physical systems.

Introduction

In 1987, NASA began an
ambitious program in artificial
intelligence research and development,
aimed at producing solutions to the
challenging variety of problems faced in
current and future space missions.
Those problems can be divided into four
major classes:

• Intelligent Assistance for Mission
Operations--the development of AI-
based systems that can act as
"intelligence amplifiers" for ground and
space-based humans who have the
responsibility to conduct mission
operations

• Scientific and Engineering Data
Analysis Tools--the development of tools
to assist in the analysis of vast amounts
of science and engineering data
resulting from NASA missions

• Onboard Systems for Diagnosis,
Planning, and Intelligent Control--the
development of real-time, in-the-loop
systems for planning, control, diagnosis,
and fault correction of current and future

spacecraft

• Capture, Integration, and
Preservation of Life-Cycle Knowledge--
the development of mechanisms for
acquiring, combining, maintaining, and
utilizing knowledge relating to the
devices NASA designs, builds, and
operates over long life-spans.

The Artificial Intelligence Program
(managed by Dr. Mel Montemerlo of the
Information Science and Human Factors
Divison of the Office of Aeronautics,

Exploration and Technology) supports
many projects whose purpose is to
produce short-term applications of AI to
current Agency problems that fall into
these classes. This work tends to occur
at the NASA Centers which support
major current missions (for example,
Johnson and Kennedy Space Centers
for Shuttle launch and mission
operations; Marshall Space Flight Center
and Lewis Research Center for power
systems applications; and the Jet
Propulsion Laboratory and Goddard
Space Flight Center for unmanned
mission operations). In addition, the AI
Program includes a major effort in basic
AI research, internally through a sizable
laboratory at NASA Ames Research
Center and several projects at the Jet
Propulsion Laboratory, and externally in



the form of grants to academic
laboratories.

Although almost all subfields of AI
have strong relevance to the mission
problems described above, three broad
topics have been chosen to provide
focus to the basic research program.
These are:

• Planning and Scheduling--
deciding on a sequence of actions to
achieve a set of complex goals and
determining how to allocate resources to
carry out those actions

• Machine Learning--techniques
for forming theories about natural and
man-made phenomena, and for
improving the problem-solving
performance of computational systems
over time

• Design of and Reasoning about
Large-Scale Physical Systems--research
on knowledge acquisition, knowledge
representation, combination of
knowledge from many different sources,
and multi-purpose utilization of
knowledge bases large enough to
represent NASA devices like the Hubble
Space Telescope and Space Station
Freedom.

The remainder of this paper will
briefly describe much of the ongoing in-
house research at NASA in these three

areas of AI. Major projects and project
leaders will be identified; unless
otherwise specified, all work described is
being conducted in the Artificial
Intelligence Research Branch of NASA
Ames Research Center.

Planning and Scheduling

• Constraint-based, iterative

improvement methods for scheduling
(Monte Zweben)--this project covers two
important aspects of scheduling
research. The first is the development of
a constraint mangement system able to
represent and manipulate a wide variety

of temporal relations among activities.
The second involves the use of methods
which are guaranteed to produce a
usable schedule almost immediately and
then incrementally improve it by use of
simulated annealing (these are known
as "anytime" methods). The research
has already led to a functional
scheduling tool now being tested on
Shuttle Orbiter processing.

• Repair methods for scheduling
(Eric Biefeld-JPL)--research on the use
of heuristic techniques for improving
schedules with oversubscribed
resources by intelligent "shuffling" of
tasks. A particular focus here is on
interactive methods that involve human

cooperation in schedule improvement.

• Multi-agent planning (Amy
Lansky)--this work focuses on the
problem of generating multi-agent plans
for domains with complex coordination
requirements. It deals with both action
generation and action ordering, as well
as scheduling issues such as resource
allocation and timing. The concept of
"locality," i.e. the determination of which
goals and agents are affected by any
given action in order to limit search
during planning, is a critical part of the
research.

• Integrating planning,
scheduling, and control (Mark
Drummond)--research in this area,
sometimes known as "intelligent agents"
has a central theme that planning is not
complete upon generation of an initial
plan. Rather, it is recognized that the
actions in a plan, when executed in a
real environment, can easily make
changes in the environment that should
cause modifications in the original plan.
Therefore, the systems being built in this
project are able to continuously monitor
plan execution, note significant changes
caused either by plan actions or by
external forces, and decide to replan
when necessary.

• Navigation planning for mobile
robots (Dave Miller-JPL)--work on
techniques for efficient path planning of



mobile robots (such as a planetary rover)
and on integrating those methods with
low-level robotic control algorithms. This
research is also considering the
interaction of navigation planning with
scientific operations planning as well as
the coordination of significant numbers of
small robots.

knowledge from its experience. The
architecture currently being studied uses
a hierarchy of probabilistic concepts to
store knowledge about physical objects,
plans, and motor control schemas. It
uses a process of heuristic classification
to add the knowledge of new
experiences to the hierarchy.

Machine Learning

Cheeseman)--research on the
application of Bayesian probability
theory to the classification of large,
potentially noisy, databases. The current
technique is able to efficiently find
classes in both real-valued and discrete

data with no prior information on the
number of classes present. This
research has already resulted in a new
catalog of infrared astronomical sources
that was published as a NASA
Reference Publication.

• Learning and performance
improvement in scheduling (Steve
Minton)--the integration of explanation-

Bayesian learning (Peter based learning methods with scheduling
systems in order to produce schedulers

• Efficient learning algorithms
(Phil Laird)--the development of methods
for the production of software able to
efficiently and reliably monitor complex
spaceborne devices and react to
changing conditions by learning.
Current research is on unsupervised
learning algorithms that can understand,
by analysis of sensor values, when
devices are beginning to behave

that improve their performance over time.
This involves two areas of research: the

design of a framework for scheduling
heuristics and the development of
mechanisms for automatically learning
such heuristics during operation of a
scheduler.

• Learning in diagnosis (Deepak
Kulkarni)--the use of concept formation
methods to improve diagnosis of faults in
complex devices. Current research
focuses on the formulation of active

experiments that are able to discriminate
among competing fault hypotheses. The
goal is to either automatically, or through
human action, execute such an
experiment, and, by observing device
behavior, prune the active list of
hypotheses.

"abnormally" and can both inform human ............
operators and modify control programs
automatically.

• Theory formation (Michael
Sims)--research on initial formation and
subsequent modification of theories
about how the natural world "operates."
This work includes overall modeling of
the theory formation process as well as
the utilization of theories to discover new
concepts relevant to the system being
studied.

• An integrated architecture for
learning (Pat Langley)--the development
of a comprehensive learning architecture
for an agent that can interact with an
unpredictable environment and acquire

of and Reasoning about
Large-Scale Physical Systems

• Knowledge acquisition during
design (Catherine Baudin)--the goal of
this research is to address the problem of
lost information through the lifecycle of
an engineered device by developing an
"electronic designer's notebook" that can
"painlessly" record all information about
alternative designs and both extract
(from the human designer) and induce
the rationale behind design decisions. In
addition, there is work in progress on
analyzing designs to determine how
alternative designs meet device
requirements.



• Knowledge compilation (Rich
Keller)--this work explores the possibility
of automatically producing efficient
expert systems for specific tasks (e.g.
diagnosis and re-design) from a large-
scale, generic knowledge base
containing structural and functional
information about an engineered device.
If successful, this approach should
greatly facilitate both the updating and
the validation process for expert systems
since it is far easier and more verifiable
to make changes to an underlying device
model than to hunt down, test, and
modify specific associational rules.

• Selective monitoring (Rich
Doyle-JPL)--the goal of this project is to
improve the process of monitoring
complex devices using large collections
of sensors. The research includes

building a model of expected sensor
values, interpreting actual data, and
predicting the state of the physical
system based on those values.
Potentially, this will allow the dynamic
determination of which sensors, out of a
huge number for complicated devices
like Space Station Freedom, are most
relevant to any given problem-solving
context.

• Approximate control (Hamid
Berenji)--research on the integration of
conventional control methods (like state
feedback control) with symbolic methods
(particularly those developed from fuzzy
logic techniques). A major goal of this
work is to be able to effectively utilize
both quantitative and qualitative
knowledge about a device to reason
effectively in uncertain or rapidly
changing situations.

• Computer-integrated
documentation (Guy Boy)--research
aimed at greatly improving human
retrieval of information from the vast

array of written documents relevant to
any particular space mission. The work
has two major foci: understanding the
role of context and user preferences in
retrieving information, and integrating Ai-
based knowledge manipulation
techniques with advanced interaction

methods like
reality devices.

hypermedia and virtual
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This report describesIn. chapter we described KEKADA, a system that iscapable'ofcarrying out a
complex seriesof on problems from the historyof science. The incorporatesa set of

experimentation strategies were extracted from the tracesof the behaviors. It focuseson

surprisesto constrainitssearch uses itsstrategiesto generate to carry out experiments.

Some strategies are domain

domain-independent strategies

and relating different anomalous

and dependent entities, with apparatus

of processes or as abstract hypotheses. This
in biochemistry. On this and other problems,

experiments to refine domain theories.

problems has established its generality,

form, would not be a good experimen

whereas others "

KEKADA

and

ge of a specificdomain. The

divideand conquer,factoranalysis,

an experiment as a set of independent

Itrepresentsa theory eitheras a sequence

KEKADA's response to a particularproblem

iscapable of carrying out a complex seriesof

system and itsbehavior on a number of different

revealedthe reasons why the system, in itspresent
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Planning and sche_llng is the area of artificial intelligence research on the determination of a
series of operatio,_s to achieve some set of (possibly) interacting goals and :en ent of those operations

in a timeline t___t allows them to be accomplished given available resources s paper describes work in
thisarea at_jheNASA Ames Research Center ranging from basicresearchin traint-basedreasoningand

machine 19a_ning,to the development ofefficientschedulingtools,tothe applicationofsuch toolstocomplex

Agency_ISroblems.
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This paper describesbasicresearchat NASA inthe fieldof artificialintelligence.The work in conducted at

the Ames Research Center and the JetPropulsionLaboratory,primarilyunder the auspicesofthe NASA-wide

ArtificialIntelligenceProgram in the officeof Aeronautics, Exploration and Technology. The research

isaimed at solvinglong-term NASA problems in missions operations,spacecraftautonomy, preservation

of corporate knowledge about NASA missions and vehicles,and management/analysis of scientificand

engineeringdata. From a scientificpoint ofview,the researchisbroken intothe categoriesof:planning and

scheduling;machine learning;and design ofand reasoningabout large-scalephysicalsystems.
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